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Abstract. We propose a Recursive Polynomial Generic Construction
(RPGC) of multiplication algorithms in any finite field Fg» based on the
method of D.V. and G.V. Chudnovsky specialized on the projective line.
These algorithms are of type polynomial interpolation and the Karatsuba
algorithm is seen as a particular case of this construction. We show that
the bilinear complexity of algorithms provided by our method is quasi-
linear with respect to the extension degree n, and we give a uniform
bound for this complexity. We also prove that the construction of these
algorithms is deterministic and can be done in polynomial time. We give
an asymptotic bound for the complexity of their construction.

Keywords: Finite fields, Bilinear complexity, Polynomial interpolation, Alge-
braic function fields.

1 Introduction

Multiplication in finite fields has been at the heart of many works since the end
of the twentieth century [20,8]. In addition to being interesting for the theoretical
side, this subject is of interest to many applications that need fast arithmetic,
such as cryptography. Different strategies have been studied to build a multipli-
cation algorithm. Among them, interpolation algorithms on algebraic curves, due
to D.V. and G.V. Chudnovsky [10], have been widely studied for their qualities
in terms of bilinear complexity [2]. Nevertheless, they present a certain number
of weaknesses, including their difficulty of construction and use. In this paper,
we propose a construction method that allows us to bypass these difficulties, by
doing polynomial interpolation, while preserving the benefit of Chudnovsky-type
algorithms.

Multiplications in a degree n extension of F, require different kind of opera-
tions in Fy. Let . = Y | wie; and y = Y., y;e; be two elements of Fyn, in a
basis {e1,...,e,} of Fgn over Fy. By the usual method, the product of z and y



is given by the formula

n
=2y = E ZhER =
h=1

h=1 Vij=1
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n
eiej = E tijnen,
h=1

where t;;, € F, are constants in F,. Two different types of multiplications are
involved in this product. The scalar ones are multiplications by a constant in
F,, and the bilincar ones depend on the two elements being multiplied (i.e.
the z;y;). Of the two, bilinear multiplications are known to be computationally
heavier ([18], see Survey [2]). This explains the motivation to reduce the number
of bilinear multiplications in multiplication algorithms and led to the study of
the bilinear complexity, that can be defined as follows.

Definition 1. Let U be an algorithm for the multiplication in Fyn over Fy. Its
number of bilinear multiplications is called its bilinear complexity, written ().
The bilinear complexity of the multiplication in Fgn over F,, denoted by pq(n),
is the quantity:

fq(n) = min pU),

where U is running over all multiplication algorithms in Fyn over IF,.

1.1 Some known-results

From the works of Winograd and De Groote [11] applied to the multiplication
in any finite field Fyn, it is proven that for all n we have pq4(n) > 2n — 1, equal-
ity being ensured if and only if n < %q + 1 ([2], Theorem 2.2). Winograd also
proved that this lower bound is obtained with interpolation algorithms [21]. In
1987, D.V. and G.V. Chudnovsky proposed an interpolation method on alge-
braic curves [10], generalizing polynomial interpolation. This method makes it
possible to multiply in any extension of degree n of Iy, with a good bilinear
complexity, provided that one has an algebraic curve with a sufficient number of
rational points. This original algorithm is called the Chudnovsky—Chudnovsky
Multiplication Algorithm (CCMA). More generally, a multiplication algorithm
using interpolation over algebraic curves is said to be of type Chudnovsky.

For an increasing degree of the extension, the interpolation requires more
and more rational points (i.e. rational places). From the Serre-Weil bound, the
number of rational places is bounded for a fixed genus. Hence, the classical
strategy is to build these algorithms over function fields of growing genus. Ballet
proved that the bilinear complexity is linear in the degree of the extension ([3], see
[2]) using the original algorithm over an explicit tower of function fields defined
by Garcia and Stichtenoth [12]. However, it is not clear that these algorithms
can be constructed in a reasonable time since we have no method to find the



place of degree n required to represent F,» ([18], Remark 5). Moreover, there is
no generic and deterministic construction for both the divisors and the bases of
the Riemann—Roch spaces involved in the algorithms.

The strategy of growing genus was natural since the original algorithm evalu-
ates only on rational places of a function field. But several years later, thanks to
the works of Ballet and Rolland [6], Arnaud [1], Cenk and Ozbudak [9], and Ran-
driambololona [17], the method has been extended to the evaluations at places
of higher degrees, and to the use of derivative evaluations. These generalizations
led to the introduction of another strategy for constructing the algorithm for
asymptotically large extensions. The evaluation at places of higher degrees al-
lows one to fix a function field and to evaluate at places of growing degrees. In [5],
Ballet, Bonnecaze and Tukumuli built Chudnovsky-type algorithms with inter-
polation only over elliptic curves, i.e. fixing the genus g of the function field to be
equal to 1, and using places of increasing degrees. This work gave a quasi-linear
asymptotic bound for the bilinear complexity of these algorithms with respect
to the degree of the extension. Moreover, they can be constructed in polynomial
time. This latest result is not yet established for the growing genus strategy.

1.2 New results and organization

This extended abstract is based on the preprint [4]. In this paper, we build
Chudnovsky-type algorithms for the multiplication in any finite field Fy», with
interpolation only over the projective line, i.e. fixing the genus ¢ to be equal to 0,
and using places of increasing degrees. In small extensions, the bilinear complex-
ity of the obtained algorithms can equalize the best known bound and sometimes
even improve it. Compared with the construction over elliptic curves, our work
has the advantages of giving an uniform bound for the bilinear complexity of
our algorithms and of giving a generic construction of algorithms for the mul-
tiplication in any finite field. Namely, the implied Riemann—Roch spaces and
their associated representations are generic. More precisely, the divisors defining
the Riemann—Roch spaces as well as the associated bases are of the same form
for all ¢ and n. These are explicitly given and do not have to be computed.
Moreover, our set up enables us to interpolate with polynomials. This makes our
algorithms closer to well-known algorithms based on polynomial interpolation
such as Karatsuba [16] or Cook [7].

This paper begins with an overview of the current generalizations of CCMA.
Section 3 focuses on the multiplication in small extensions. We explain how
to reach the equality in the Winograd-De Groote bound with our construc-
tion. Moreover, this construction naturally integrates the trick of Karatsuba
algorithm. In Section 4, we give a Recursive Polynomial Generic Construction
(RPGC) of algorithms for the multiplication in any extension of F,, and give a
natural strategy to build algorithms with a good bilinear complexity. In Section
5, we prove the existence of such algorithms having a quasi-linear uniform bound
for their bilinear complexities, with respect to the extension degrees. Then, we
show that their construction is deterministic, and give a polynomial asymptotic
bound for this construction.



2 Chudnovsky and Chudnovsky Multiplication Algorithm

A large description of CCMA and its generalizations is given in [2]. We first recall
some basics of function field theory and introduce the notions required for our
study. Then, we recall a specialized version of the generalized theorem/algorithm
over a function field of arbitrary genus g, which will be useful for the proposed
construction.

Let F/F, be a function field of genus g over F,. For O a valuation ring, the
place P is defined to be P = O\ O*. We denote by Fp the residue class field
at the place P, that is isomorphic to F 4, d being the degree of the place. A
rational place is a place of degree 1. We also denote by By(F/F,) the number of
places of degree d of F over F,. A divisor D is a formal sum D = ) . n; P;, where
P; are places and n; are relative integers. The support supp D of D is the set of
the places P; for which n; # 0, and D is effective if all the n; are positive. The
degree of D is defined by degD = >, n;. The Riemann-Roch space associated
to the divisor D is denoted by L£(D). A divisor D is said to be non-special if
dim £(D) = deg(D) + 1 — g. Details about algebraic function fields can be found
in [19].

Since Ballet and Rolland [6], Arnaud [1], then Cenk and Ozbudak [9] and
finally the best current generalization due to Randriambololona [17], the algo-
rithm has been extended to the evaluation at places of arbitrary degrees and with
multiplicity greater than 1. In the following, we only consider the generalization
to the evaluation at places of arbitrary degrees. The statement of the algorithm
requires the following definition of the generalized Hadamard product.

Definition 2. Let g be a prime power. The generalized Hadamard product in
Foay % -+ X Fiay, denoted by ©, is given for all (ay,...,an),(b1,...,bn) €
qul X X ]quN by

(al, R ,aN)Q(bl, - ,bN) = (albl, R ,aNbN).

Now, let us introduce a specialized version of the current generalization of
CCMA.

Theorem 1 (CCMA at places of arbitrary degrees without derivative
evaluations).
Let

— n be a positive integer,

— F/F, be an algebraic function field of genus g,

— @ be a degree n place of F/F,,

— D be a divisor of F/Fy,

— P ={Pi,...,Pn} be a set of places of arbitrary degrees of F/F,

We suppose that supp DN{Q, P, ..., P} =0 and that

(i) the evaluation map
EUQ : ﬁ(D) — FQ
(%))

1S surjective,



(ii) the evaluation map

Evp:,c(ZD)—)quegplX"'XquegPN
fo= (f(P),....f(Pn))

18 1njective.
Then,

(1) we have a multiplication algorithm ULP (D, Q) such that for any two ele-
ments x, y in Fyn:

wy = Eq o Evplimpes " (Bp o Bug!(@)0Fp o Bug'y)),  (2)

where Eg denotes the canonical projection from the valuation ring Og of
the place Q) in its residue class field Fg, Ep the extension of Evp on the
valuation ring Og of the place @, Evp|1mEv7,71 the restriction of the inverse
map of Evp on its image, ® the generalized Hadamard product and o the
standard composition map;

(2) the algorithm UL,T (D, Q) defined by (2) has bilinear complexity

N
pUST(D.Q) =Y pg(deg Py).
=1

Remark 1. The condition that the supports of the divisor D and @, P, ..., P,
are disjoint is not necessary because it is always possible to move the support
(see [18, Remark 2.3]). However, this is a simplifying assumption almost always
made in the literature.

Moreover, recall that sufficient application conditions are given in [2]:

Theorem 2. Ezistence of the objects satisfying the conditions of Theorem 1
above is ensured by the following numerical criteria:

(a) o sufficient condition for the existence of a place Q in F/F, of degree n is
that 29 +1 < ¢=1/2(¢"/2 — 1), where g is the genus of F,

(b) a sufficient condition for (i) is that the divisor D — @ is non-special,

(c) a necessary and sufficient condition for (i) is that the divisor 2D — G is
zero-dimensional:

dim £(2D — G) =0

where G = Py + -+ + Py.

In the following, we specialize these results to the rational function field
F,(x).



3 CCMA and the multiplication in small extensions of I,

3.1 Polynomial interpolation over rational points

As seen in the introduction, the multiplication in any extension of F, of degree
n < %q + 1 requires exactly 2n — 1 bilinear multiplications [11], and every algo-
rithm reaching this optimal bilinear complexity is of type interpolation [21]. In
this section, we construct Chudnovsky-type algorithms over the projective line
using polynomial interpolation, and which have optimal bilinear complexity for
q a prime power and n < %q + 1. We begin with the following set up.

PGC : Polynomial Generic Construction
For ¢ a prime power and n < %q + 1 a positive integer. We set

— @ is a place of degree n of F,(z),

— D= (n—-1)Py,

— P is a set of rational places distinct from P, of cardinal |P| = 2n — 1,
— the basis of £(D) is {1,x,...,2" 1}, and

the basis of £(2D) is {1, x,..., 2?1}

In our construction, we set the function field to be F,(x), and the divisor
to be D = (n — 1)Pw. In order to define an algorithm for the multiplication
in Fg» with Theorem 1, the only variables left are the place @, and the set P.
Hence, we denote the algorithm using these parameters by L{tf (@) to lighten
the notations.

Proposition 1. Let q be a prime power, n < %q—i—l be an integer and P be a set
of rational places distinct from Poo of cardinal |P| = 2n—1. Then, PGC is a set-
up for a CCMA from Theorem 1, denoted by Z/{;?"(Q), for the multiplication in
Fgn. This algorithm interpolates over polynomials and computes 2n — 1 bilinear

multiplications in IFy.
Remark 2. CCMA cannot be constructed with PGC when n = %q + 1.

When ¢ is odd, the equality of Remark 2 never happens, because %q +1is
not an integer. For an even ¢ > 4, we can use a place R of degree n — 1 to define
the divisor, i.e. set D = R. With this setting, we obtain an algorithm of bilinear
complexity 2n — 1, but that interpolates no longer with polynomials but with
rational functions. When ¢ = 2 and n = 2, the rational function field over F,
has only 3 rational places, while 4 are required by our construction (3 for the
evaluations, and 1 to define D), and we cannot use the previous argument to
obtain an algorithm of optimal bilinear complexity. In the next section, we see
how to obtain a polynomial interpolation algorithm in these cases.



3.2 The case of n = %q + 1 and polynomial interpolation

We consider the case of Remark 2: the extension of IF, of degree n = %q + 1.
We want to build a Chudnovsky-type algorithm over the rational function field
F,(z), demanding D = (n — 1)P4 to interpolate with polynomials. From the
results of Winograd and De Groote, it must be possible to construct such an
algorithm with optimal bilinear complexity. We use that the evaluation at a place
in the support of the divisor can be defined [18, Remark 2.3]. In our context, it
yields to the following definition of evaluation at P..

Definition 3. Let k be a positive integer and P, be the place at infinity of
F,(x). Set L(D) = L(kPx), we define the evaluation at P, to be for all f =

STy fiwt € L(D),
fp(Px) = fr-1,

that is the leading coefficient of f. We specify the divisor D in the notation as
the evaluation depends on the Riemann—Roch space from which it is defined.

This definition makes sense since

fD(Poo)gD(Poo) = (fg)QD(Poo)a (3)
and using this, we obtain the following result.

Proposition 2. Let ¢ > 2 be an even prime power and n = %q + 1. Let P be
the set of all rational places of Fy(x). Given Q a place of degree n, there exists a
Chudnovsky-type algorithm over the projective line U;?n(Q) for the multiplication
inFgn. This algorithm interpolates over polynomials and computes 2n—1 bilinear
multiplications in Fy.

3.3 A particular case: the quadratic extension of F,

The case of ¢ = 2 and n = 2 is problematic and interesting. CCMA cannot be
constructed with PGC for the multiplication in Fy2 over Fy. In fact, the rational
function field Fo(x) has only three rational places: Py, the place associated to the
polynomial z, P, associated to x—1, and P, the place at infinity. The proposed
construction requires P, to define the Riemann—Roch space and three other
places to evaluate. Proposition 2 gives a Chudnovsky-type algorithm reaching
this optimal bilinear complexity, that is exactly the Karatsuba’s algorithm.

Corollary 1. Let Q be the degree 2 place of Fo(x) and P = {Py, P1, Px}, where
Py and Py are the places associated to x and x—1 respectively, and P, is the place
at infinity. Then, Z/l; 5(Q) is a Chudnovsky-type algorithm for the multiplication
in the quadratic extension of Fo with bilinear complexity p(Us,2) = 3. Moreover,
its bilinear multiplications are corresponding to those of the Karatsuba Algorithm.



Remark 3. Corollary 1 becomes generalized to any prime power q. Let Py, P;
and Py, be the places of Fy(x) associated to x, x — 1 and at infinity. Let Py =
{Py, P1, Px}, and Q be a degree 2 place of F,(z). Then, L{;?% (Q) is a Chudnovsky-
type algorithm for the multiplication in the quadratic extension of F,, such that
M(U;? 2) = 3. The bilinear multiplications of this algorithm are again exactly
those of Karatsuba Algorithm i.e. let f = fy + fixz and g = go + g1 be two
elements of £(Ps), then

fg = F(Po)g(Po) + (f(P)g(P1) — f(Po)g(Fo) — f(P)9n(Pxc))
+fD(Poo)gD(Poo)x

v &

4 Recursive Chudnovsky-type algorithm on F,(x)

4.1 Recursive Polynomial Generic Construction

In this section, we propose a recursive generic construction of Chudnovsky-type
algorithms specialized to the projective line for the multiplication in all exten-
sions Fgn, using places of increasing degrees. But at this step, we still do not
have any information about how to compute the multiplications of the evalu-
ations at places of an arbitrary degree. Concretely, let P, € P be a place of
degree d;. Then, for f,g € L((n — 1)Px), the evaluations f(F;) and g(P;) are
some elements in F a;,. To compute (fg)(P;) = f(P;)g(P;), we use the algorithm
L{lfjii (P;). Such an algorithm is called a recursive Chudnovsky-type algorithm
over the projective line.

Definition 4. Let q be a prime power and n > %q + 1 be a positive integer. We
call a recursive Chudnovsky-type algorithm over the projective line an algorithm,
that computes the multiplications in intermediate extensions with recursively-
defined algorithms.

Example 1. Set P3 = {Py, P, P, P?}. The sum of the degrees of the places in
Psisequal to 3 x1+1x2 =05 =2x3—1, and this set is suitable. The algorithm
u;? 3 computes 3 bilinear multiplications in Fy, and L[?f 2(P?) computing itself 3
more bilinear multiplications. Finally, its bilinear complexity is u(ug 3) =3 x
141x3 = 6. That is the best-known (and optimal) bound for the multiplication
in the extensions of degree 3 of F3. Table 1 illustrates the structure of L{; 3.

)
U(P) —/——— P
P

Table 1: Diagram of the construction of Z/l;? 3(Q).



Our strategy can be summarized as follows:

RPGC: Recursive Polynomial Generic Construction

For ¢ a prime power and n > 2 a positive integer, let @ be a place of degree n
of Fg(z). Then, U, (Q) is an algorithm for the multiplication in Fgn, with the
following settings:

- D=(n—-1)Px,

— P={Py,...,Py} is a set of places such that Zfil deg P; = 2n — 1,
the basis of £(D) is {1,z,...,2" "1},

the basis of £(2D) is {1,x,...,2*" 1}, and

— apply recursively RPGC to every non-rational places in P.

Table 2 shows this bilinear complexity for the extensions of degree lower than
18 of IFy, with ¢ = 2, 3, 4. We underline the bilinear complexity when it equals the
one given by Table 2 of [2], and we denote by T when we beat this complexity.

n 2131456789 |10|11|12(13|14| 15 |16| 17 |18
pwWZn ™y 316 [11]15]18|26]29]37]40]48]51]60]65] 70 [78] 81 |90
pwWln™y [ 3169 |12]16]19]24]28]31]36]40]43]48] 52 |[55] 60 |64
p@Dn)] 3 5| 8 |11]1a]17]20]23]27][30[33]37]40]43" [47]50" 53

Table 2: Bilinear complexity of Z/l;? » in small extensions of Fq, F3 and Fy.

5 Asymptotical study for RPGC

5.1 Bound for the bilinear complexity of RPGC

Our bound for the bilinear complexity requires to introduce the iterated loga-
rithm.

Definition 5. Let q be a prime power. For all integer n, the iterated logarithm
of n in the basis \/q, denoted by logf/a(n), 1s defined by the following recursive
function:

0 ifn<1andqg>2
logi/a(n): 0 ifn<5andqg=2
1+ log*(log(n)) elsewhere.



Theorem 3. Let g be a prime power and n > 2 a positive integer. Then, there
ezists a recursive Chudnovsky-type algorithm Ug? n over the projective line for the
multiplication in Fgn over Py such that its bilinear complexity verifies

)

46]2 log’:/q—(Qn)
(¢ - 1)>

whereC':lfoquSandC’z%forqu.

uUf,) < Cn (

Asymptotically, this bound is the same as for the construction of [5], i.e. with
algorithms constructed over elliptic curves. On the other hand, the generalized
Karatsuba algorithm, which is a Divide and Conquer construction based on the
multiplication of two polynomials of degree 1 (i.e. Z/{;? 3 here), requires O(n'°823)
multiplications, all of them bilinear. This is much more than the bilinear com-
plexity obtained with our construction.

Remark 4. Note that [13, Section 9.5] gives a similar bound on the bilinear com-
plexity, but this bound is a lower bound while our is an upper bound. However, it
would possibly be relevant to compare our algorithms more thoroughly with the
recent results by Harvey, van der Hoeven and Lecerf [13,15,14]. But this work of
comparison is sufficiently important to require a further work of its own.

. . P
5.2 Complexity of the construction of L{q’n

Our construction has the advantage of using generic parameters. In particular,
the divisor and the bases of the Riemann Roch spaces are explicitly given. The
construction of our algorithms consists mainly in the construction of an irre-
ductible polynomial of degree n on Fy as well as the matrices corresponding to
the evaluation maps. This gives the following complexity, given by the number
of elementary operations in [F;. We use the standard Landau notation O.

Theorem 4. For all prime power q and all positive integer n, the recursive
Chudnovsky-type algorithms over the projective line L{tf n 0f Theorem 8 are con-
structible deterministically and in time O(n?).
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